Supplementary material for “Subvector inference when
the true parameter vector may be near or at the
boundary”

E Sufficient conditions

We present sufficient conditions for equation (1) and Assumptions 1 and 4. They are taken
from Andrews (1999) (Al) with appropriate notational adjustments to allow for drifting
sequences of true parameters.

The following assumption corresponds to Assumption 1 in Al.
Assumption 6. Under {7,} € T(v*), 0, — 6, = 0,(1).

The following assumption is sufficient for Assumption 6 and corresponds to Assumptions
1*(a) and 1*(b*) in A1.

Assumption 6*.

(i) Under {v,} € I'(7v*), supgee |@n(0) — Q(0;7*)| = 0,(1) for some non-stochastic real-
valued function Q(6;~*).

(ii) Q(6;~*) is continuous on O Vy* € T,
(iii) Q(6;~*) is uniquely minimized by 6* V4* € T
(iv) © is compact.

The following assumption corresponds to Assumption 2* in Al and is sufficient for equa-
tion (1). Here and in what follows, “for all ¢, — 0” stands for “for all sequences of positive

scalar constants {€, : n > 1} for which ¢, — 0.”

Assumption 7. Under {,} € I'(v*),
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for all ¢, — 0.

The following assumption is sufficient for Assumption 7 (cf. Lemma in Al) and corre-

sponds to Assumption 22* in A1, adapted to © as defined at the beginnnig of Section 3.



Assumption 7*.

(i) Qn(0) has continuous left /right (1/r) partial derivatives of order two on © Vn > 1 with
probability 1.

(ii) Under {v,} € I'(y*), for all €, — 0,
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where (0/00)Q,,(0) and (9*/90'00)Q,,(0) denote the J x 1 vector and J x J matrix of

1/r partial derivatives of @,,(0) of orders one and two, respectively.

We note that Assumption 7* is also sufficient for Assumption 4. The following Lemma
corresponds to Theorem 1 in Al and shows that Assumptions 2 and 3 together with As-

sumptions 6 and 7 are sufficient for Assumption 1.
Lemma 8. Under {v,} € T'(v*) and Assumptions 2, 3, 6, and 7, \/n(6, — 60,) = O,(1).

The proof of Lemma 8 is obtained by adapting the proof of Theorem 1 in Al to accom-

modate drifting sequences of true parameters. Details are omitted.

F Asymptotic distribution of constrained estimator

We reproduce Theorem 3(b) in Al with © as defined at the beginning of Section 3 and
with notational adjustments to allow for drifting sequences of true parameters. Without
loss of generality, assume that the last 0 < J, < J elements of # are restricted below by
0, i.e., © = [—¢,d]”t x [0,c]”2, where J; = J — Jp. Let 6 = (61,6,) and 6,, = (0,1, 0,,2) be

conformable partitions. Define

T(v' h) = {{m} € T(Y") : Vb — h € (Ry U{c0})”, 6" € O},

where © = [—¢,¢7 x [0,d” with ¢ < ¢.! We use the terminology “under {y,} € I'(v*, h)”
to mean “when the true parameters are {v,} € I'(v*,h) for any v* € T with * € © and
any h € (Ry U{oo})”™.” Let J, = D*Q,(0,) and Z, = —J,'/nDQ,(0,) and note that by
Assumptions 2 and 3, we have that under {~,} € T'(v*)

Z, % Z(y).

!This definition of I'(y*, h) ensures that boundary effects only occur at 0.



The objective function can be written as

Qul6) = Qull) — 520220+ (VO — ) + Ra(6),

where

&N = A= Z,) T\ — Z,).

A~

The remainder term, R, (6, ), is asymptotically negligible under {,} € I'(y*, h) and Assump-
tion 1 such that the asymptotic distribution of /n(6, — 6,), as formalized in Proposition 1
below, is given by the distribution of

An = arg min g(\),
AEA,

where
qA)=A=Z2(y) TN = Z2(v7))

and

A, = (Ru{ioo})‘]1 X [—hy,00] X -+ X [—hy,, 0]
with h = (hl,...,hb).

Proposition 1. Under {v,} € I'(v*, h) and Assumptions 2, 3, 6, and 7 (or Assumptions
1-8), V(0 — 6,) 5 N

The proof of Proposition 1 is obtained by adapting the proof of Theorem 3(b) in Al to

accommodate drifting sequences of true parameters. Details are omitted.
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